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Abstract— The solutions to algebraic Riccati equation (ARE)
have widespread applications in the area of control and network
theory. For certain solutions of the Riccati equation, namely
so-called ‘semi-stabilizing’ solutions, the corresponding Hamil-
tonian matrix has two or more purely imaginary eigenvalues.
In this paper we explore the relationship between existence
of such imaginary eigenvalues and lossless trajectories present
in the system. It is known that under suitable conditions,
such imaginary eigenvalues of the corresponding Hamiltonian
matrix are ‘defective’, i.e., there are insufficient corresponding
independent eigenvectors for the given eigenvalue. This poses
theoretical and numerical difficulties in computing the solu-
tions of the corresponding ARE. In this paper, we formulate
conditions under which such imaginary eigenvalues of the
Hamiltonian matrix are non-defective. As an extreme case of
non-defectiveness, we first formulate conditions under which a
Hamiltonian matrix is normal, i.e. the matrix commutes with its
transpose. We also provide conditions under which imaginary
eigenvalues of the Hamiltonian matrix are defective.
Keywords: controllability, observability, defective eigenvalues,
normal matrices, all-pass, diagonalizability

1. INTRODUCTION

The algebraic Riccati equation (ARE) finds its application
in various areas of control theory and network analysis
problems. Depending on the problem at hand, different
forms of the ARE are found in the literature. In this paper,
we deal with the continuous symmetric algebraic Riccati
equation (see [10, Chapter 7] for more details). This form
of the ARE arises in classical problems of system theory
such as the linear quadratic regulator problem, optimal H2
filter design, H∞ control, differential games, passive network
synthesis procedures, and spectral factorization. A standard
method to solve the continuous symmetric ARE is to find
suitable invariant subspaces of a certain matrix called the
Hamiltonian matrix. A typical Hamiltonian matrix has the
following form:

H :=
[

M −S
−Q −MT

]
. (1)

In all applications arising in dynamical systems, the matrices
M,S,Q of the Hamiltonian matrix H in equation (1) depend
on the system dynamics and certain performance index that
needs to be optimized. Table I shows the different forms
of H that typically find application in dynamical systems
with an input-state-output (i/s/o) representation of the form
ẋ = Ax+Bu and y = Cx+Du, where A ∈ Rn×n, B ∈ Rn×m,
C ∈Rp×n and D ∈Rp×m. Interestingly, most of the classical
results to find solutions of an ARE using the Hamiltonian
matrix H assume that none of the eigenvalues of H are on the
imaginary axis. Hamiltonian matrices that admit imaginary
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Fig. 2. An uncontrollable RLC circuit

axis eigenvalues pose difficulties in Riccati equation solution
computation. Work in this area shows that under certain
conditions the imaginary axis eigenvalues of the Hamiltonian
matrices are defective1: see [5],[6]. This paper pursues fur-
ther the question: when do Hamiltonian matrices admit non-
defective eigenvalues? This paper formulates conditions that
result in non-defective eigenvalues of a Hamiltonian matrix.

Another motivating factor to study the imaginary axis
eigenvalues of a Hamiltonian matrix is the fact that such
modes of the Hamiltonian matrix, loosely speaking, reveal
certain ‘stationary trajectories’ of the system. These are
those trajectories along which the system no longer remains
dissipative and hence such trajectories are aptly known in
the literature as lossless trajectories. In the context of RLC
circuits, imaginary eigenvalues of H correspond to no loss
of energy at that frequency. Thus in order to characterize
the lossless trajectories of a dissipative system it is essential
to study the various features of imaginary eigenvalues of
H. The characterization of lossless trajectories critically
depend on the algebraic and geometric multiplicity of the
imaginary eigenvalues of H. Hence, in this paper we for-
mulate conditions under which the imaginary eigenvalues
of H become non-defective. Interestingly, defectiveness of
the imaginary eigenvalues of H is critically linked to con-
trollability of a system. For example, consider the circuit
described by Figure 1. Note that the circuit is controllable.
The corresponding Hamiltonian matrix contains imaginary
eigenvalues ±10 j. Each of the imaginary axis eigenvalues
has an algebraic multiplicity of 2 and geometric multiplicity
equal to 1. Hence, there is only one Jordan block of size
2×2 corresponding to the eigenvalue ±10 j. However, if one
considers the system described by Figure 2 which is uncon-
trollable, each of the eigenvalues ±10 j in the Hamiltonian
matrix now has algebraic multiplicity of 4 and geometric

1An eigenvalue λ ∈ C of a matrix A is called defective if the algebraic
multiplicity of λ > the geometric multiplicity of λ .



TABLE I
DIFFERENT FORMS OF HAMILTONIAN MATRIX: SEE EQUATION (1)

Problem Performance Index M S Q

Passivity uT y A−B(D+DT )−1C B(D+DT )−1BT CT (D+DT )−1C

Bounded-real uT u− yT y A+B(I−DT D)−1DTC B(I−DT D)−1BT CT (I−DDT )−1C

LQR xT Qx+uT Ru A BBT Q

multiplicity equal to 3. Thus, there exists three distinct Jordan
blocks for eigenvalues ±10 j, one of size 2× 2 and the
other two blocks of size 1× 1. These examples show the
effect of controllability on the partial multiplicities of the
imaginary eigenvalues of H. Hence, this paper focuses on
formulating the link between uncontrollability, defectiveness
of imaginary eigenvalues of H, and open loop poles of the
system on the imaginary axis.

The organization of the paper is as follows: Section 2 con-
tains notation and preliminaries needed in this paper, while
Section 3 contains main results regarding non-defectiveness
of imaginary eigenvalues of the given Hamiltonian matrix.
Section 4 has a few concluding remarks about the results in
the paper.

2. NOTATION AND PRELIMINARIES

A. Notation
We use R, C, and N to denote the sets of real num-

bers, complex numbers and natural numbers, respectively.
The symbols C+ and C− are used to denote the set of
complex numbers with non-negative and non-positive real
parts, respectively. The symbol Rn×m denotes the set of
n×m matrices with elements from R. Symbol In is used for
n×n identity matrix. We use the symbol σ(A) to denote the
multiset1 of eigenvalues of A ∈ Rn×n. The symbols ker(A)
and img(A) denote the kernel and image of the matrix A,
respectively. The symbol R1⊕R2 represents a vector-space
that is a direct sum of the subspaces R1 and R2.

B. Dissipativity and Hamiltonian matrix
The notion of dissipativity plays a crucial role in this paper

and we review it next.

Definition 2.1. Consider a system B with an i/s/o represen-
tation ẋ = Ax+Bu and y = Cx+Du, where A ∈ Rn×n, B ∈
Rn×m, C ∈Rp×n and D∈Rp×m. Let Σ = ΣT ∈R(m+p)×(m+p).
The system B is called dissipative with respect to Σ if there
exists K = KT ∈ Rn×n such that

d
dt

(
xT Kx

)
6

[
u
y

]T

Σ

[
u
y

]
. (2)

In inequality (2), Σ is called the supply rate of the

system. In particular, the supply rate
[

Im 0
0 −Ip

]
is called the

bounded-real supply rate and, relevant only when the number
of inputs and outputs equal each other (i.e. m= p), the supply

rate
[

0 Im
Im 0

]
is called the passivity supply rate. Most of

1Multiset is a set where the elements also have multiplicities, for example,
{1,1,2} is a multiset whereas this multiset as a set is merely {1,2}.

the results in this paper are for systems that are dissipative
with respect to the passivity supply rate. From Table I it can
be seen that the Hamiltonian matrix corresponding to the
passivity supply rate is

H =

[
A−B(D+DT )−1C B(D+DT )−1BT

−CT (D+DT )−1C −(A−B(D+DT )−1C)T

]
. (3)

In inequality (2), the quadratic term xT Kx is called a
storage function of the system. With a slight abuse of
nomenclature, we call K to be a storage function of B,
as well. Interestingly, it is known in the literature that for
a controllable and dissipative system B, the set of storage
functions admits a maximal and a minimal element. More
precisely, for a dissipative and controllable system B with
a minimal i/s/o representation as in the above definition,
there exists a storage function Kmax and Kmin such that
for all storage functions K of B, we have Kmin 6 K 6
Kmax. The extremal storage functions Kmax and Kmin have
a system theoretic significance. The minimum amount of
energy required for taking a system from zero state to a state
x = a is given by aT Kmaxa. Similarly, the maximum amount
of energy that can be extracted out from a system with initial
state x = a is given by aT Kmina. Interestingly, the states x
of a system for which xT (Kmax−Kmin)x = 0 reveals certain
trajectories of the system for which the energy supplied or
extracted from the system is equal to the energy stored in
the system. These are called lossless trajectories and are of
utmost importance for this paper.

In order to prove the main results of this paper we crucially
use a result in [5]. We review the result in the form of a
proposition next. Before we present the proposition we need
the notion of a ‘complementary’-set (a ‘c-set’, for short) [5]
and we define it next.

Definition 2.2. Consider a matrix P ∈ Rn×n such that
σ(P) = σ(−PT ). Let Λ ⊂ σ(P) and define −Λ̄ := {λ ∈
C | − λ̄ ∈ Λ}. A set Λ⊂ σ(P) is called c-set if Λ∩−Λ̄ = /0
and Λ∪−Λ̄ = σ(P)\iR.

Note that from Definition 2.2 it is evident that if Λ is
a c-set then −Λ̄ is also a c-set. We call −Λ̄ to be the
complementary c-set of Λ.

Proposition 2.3. [5, Theorem 3.3] Consider the Hamiltonian

matrix H =

[
A −S
−Q −AT

]
, where A,Q ∈ Rn×n, B ∈ Rn×m,

S = ±BBT and (A,B) is sign-controllable2. Let σ(H) ∩
jR = {µ1,µ2, . . . ,µk} where µi ∈ C has multiplicity 2αi

2A pair (A,B) is said to be sign-controllable if for each eigenvalue λi of
A, at least one of [A−λiI B] and [A+λiI B] is full row rank.



and ∑
k
i=1 αi =: w. Define Rµ := ker(µI2n−H)2n. Then the

following are equivalent:

(i) ARE has an unmixed Hermitian3 solution.
(ii) ARE has a Hermitian solution.

(iii) The imaginary eigenvalues of H have even partial
multiplicity.

(iv) There exists a c-set Λ = {λ1,λ2, . . . ,λn−w} ∈ σ(H) and
an H-invariant subspace4 I ⊂

⊕k
i=1 Rλi such that with

img

[
In
K

]
= I ⊕Rλ1 ⊕Rλ2 ⊕·· ·⊕Rλn−w (4)

K is the unique unmixed solution of the ARE AT K +
KA+Q−KSK = 0 with σ(A−SK) = Λ.

Note that in Proposition 2.3 the set Λ is a c-set and the
solution of the ARE obtained using the root-subspace Rλ

of Λ is K. Corresponding to the complementary c-set −Λ a
graph-subspace of the form in equation (4) can be obtained.

Let img

[
In

K̂

]
be the graph-subspace corresponding to the

complementary c-set −Λ. Then, K̂ is also the unique solution
of the ARE with σ(A−SK̂) =−Λ̄. In this paper, we call the
K̂ to be the complementary solution of the ARE with respect
to K. Let −Λ̄= {λn+1−w,λn+2−w, . . . ,λ2n−w}. Then it is clear
that

img

([
In
K

])
∩img

([
In

K̂

])
=
(
I ⊕Rλ1 ⊕·· ·⊕Rλn−w

)
∩
(
I ⊕Rλn+1−w ⊕·· ·⊕Rλ2n−w

)
= I . (5)

In equation (5), we used the fact that, by definition of c-
set,

(
⊕n−w

i=1 Rλi

)
∩
(
⊕2n−w

i=n+1−wRλi

)
= /0. In this context, it is

also customary to call K as a ‘stabilizing ARE solution’ if
the eigenvalues of (A− SK) are Hurwitz, i.e. have strictly
negative real part. Further, we call K ‘semi-stabilizing ARE
solution’ if all eigenvalues of (A − SK) have real part
nonpositive, and some eigenvalues have zero real part.

Since in this paper we explore the relation between
eigenvalues of a Hamiltonian matrix on the imaginary axis
and their defectiveness (partial multiplicity), we present a
proposition next that would be required to prove one of the
main results of this paper (Theorem 3.6).

Proposition 2.4. [10, Lemma 7.3.3] Let U ∈ Rn×n,V ∈
Rn×n be such that V > 0. Define Rλ (U) := ker(λ In −
U)n and CU,V := img

([
V UV · · · Un−1V

])
. Let W :=[

U V
0 −UT

]
. Assume Rλ (U)⊆ CU,V for every eigenvalue λ

of U. Then, the partial multiplicities of each eigenvalue λ of
W on the imaginary axis are all even.

3A Hermitian solution K ∈ Rn×n of an ARE is called unmixed if
V := col(In,K) ∈ R2n×n is such that HV = V Γ, where H ∈ R2n×2n is the
corresponding Hamiltonian matrix and σ(Γ) is a c-set of H.

4The basis for the subspace I is given by a suitable selection of the
eigenvectors and generalized eigenvectors corresponding to the eigenvalues
of H on the imaginary axis. The procedure to select such vectors can be
found in [5]. Note that the dimension of I is w.

3. MAIN RESULTS

This section contains the main results of this paper. As
noted in the introduction, imaginary eigenvalues of the
Hamiltonian matrix correspond to certain stationary trajec-
tories of the system, known as lossless trajectories. These
are the trajectories along which there is no dissipation in
the system. For lossless systems, the difference between
the two extremal ARE solutions Kmax−Kmin = 0. This is
because in case of lossless systems, energy supplied is
equal to the stored energy along every system trajectory.
However for dissipative systems, in general, this is not true
for all system trajectories. There is possibly a subset of
system trajectories for which xT (Kmax−Kmin)x is zero. Such
trajectories are exactly the lossless trajectories present in the
system. Thus, dissipative systems have a subset of system
trajectories for which the energy supplied or extracted from
the system is equal to the energy stored in the system. In
[13], the difference between the extremal ARE solutions
(Kmax−Kmin) is referred to as the gap associated with the
ARE and this ‘gap’ is used to characterize all the solutions
of the ARE (see [13, Theorem 6]). The use of this gap to
characterize other solutions has also been pursued in [4].
For controllable systems, it is known that the kernel of
the gap between extremal ARE solutions is (A,B) invariant
[10, Theorem 7.5.3], [3], [12]. We strengthen this result by
obtaining the same claim but under a milder assumption, i.e
(A,B) is just sign-controllable.

Theorem 3.1. Consider a system with an i/s/o representa-
tion ẋ = Ax + Bu, y = Cx +Du, where A ∈ Rn×n, B,CT ∈
Rn×m, D ∈ Rm×m and D+DT > 0. Suppose (A,B) is sign-
controllable and the system is dissipative with respect to
the passivity supply rate. Consider the Hamiltonian matrix
H as defined in equation (3). Let K1,K2 ∈ Rn×n, where
(K1,K2) is a pair of complementary solutions. Define N :=
ker(K1−K2). Then, N is (A,B) invariant.

Proof: Let σ(H)∩ jR= {µ1,µ2, . . . ,µk} where µi has alge-
braic multiplicity 2αi and ∑

k
i=1 αi =: w. Hence the dimension

of I defined in Proposition 2.3 is w (see Footnote 4). Let
the c-set corresponding to K1 and K2 be Λ and −Λ̄. From
equation (5) it is clear that

img

([
In
K1

])
∩img

([
In
K2

])
= I (6)

Therefore, from equation (6) we infer that there exists full-
column rank matrices L1,L2 ∈ Rn×w such that[

In
K1

]
L1 =

[
In
K2

]
L2. (7)

From equation (7), we have L1 = L2 =: L. Note that since

rank(L) = w, the columns of
[

In
K1

]
L form a basis of I .

Note that I is H-invariant subspace. Hence, we have

H
[

In
K1

]
L =

[
In
K1

]
LΓ, where σ(Γ) = {µ1,µ2, . . . ,µk}. (8)

Further, we know that img
[

In
K1

]
is an H-invariant subspace.



Hence, we have

H
[

In
K1

]
=

[
In
K1

]
AK1 , (9)

where AK1 ∈Rn×n, σ(AK1) =Λ∪{µ1,µ2, . . . ,µk} and AK1 :=
A−B(D+DT )−1C+B(D+DT )−1BT K1. Using equation (8)
in equation (9), we have

H
[

In
K1

]
=

[
In
K1

]
AK1 ⇒ H

[
In
K1

]
L =

[
In
K1

]
AK1L,

which implies
[

In
K1

]
LΓ =

[
In
K1

]
AK1L, which in turn implies

LΓ =
(
A−B((D+DT )−1C+(D+DT )−1BT K1)

)
L. (10)

This proves that img(L) is (A,B) invariant. Next we show
that img(L) =N . From equation (8) it is clear that K1L1 =
K2L2⇒ (K1−K2)L = 0. Since L ∈ Rn×w and rank(L) = w,
it is evident that dim(N )>w. We prove that dim(N ) = w.
Let us assume to the contrary that dim(N ) = w+α , where
α ∈N and 0 < α 6 (n−w). Then, there exists a full-column
rank matrix L̂ ∈ Rn×(w+α) such that (K1 −K2)L̂ = 0 =⇒[

In
K1

]
L̂ =

[
In
K2

]
L̂. Since L̂ has full column rank, this means

that the subspace img

([
In
K1

])
∩img

([
In
K2

])
⊆ R2n×2n has

a dimension w+α . This is a contradiction to equation (6)
since dimension of I is w. Therefore, dimension of N must
be w. This proves that img(L) = N . Hence, from equation
(10) we infer that N is (A,B)-invariant. �

As motivated in Section 1, defectiveness of the imagi-
nary eigenvalues of the Hamiltonian matrix is essential to
characterize the lossless trajectories of a system. A kind-
of opposite of ‘defectiveness’ is the notion of ‘normal-
ity’ of a matrix/eigenvalue: since normal matrices have
orthogonal left/right invariant subspaces, unlike defective
eigenvalue/eigenvectors. Hence, a natural question is: can
a Hamiltonian matrix be normal? We provide a necessary
condition5 for the Hamiltonian matrix to be normal in the
next theorem.

Theorem 3.2. Consider a system ẋ = Ax + Bu, y = Cx +
Du, where A ∈ Rn×n, B,CT ∈ Rn×m, D ∈ Rm×m and D +
DT = Im. Suppose the Hamiltonian matrix is defined as H :=[

A−BC BBT

−CTC −(A−BC)T

]
. Let H be a normal matrix and let

B =CT . Then, the following statements hold.
(i) If A = AT and A is semi-Hurwitz, i.e σ(A) ⊂ C− then

B =CT = 0.
(ii) If A =−AT then B =CT = 0.

In order to prove Theorem 3.2, we first formulate and
prove the following lemma.

Lemma 3.3. Consider a matrix A = AT ∈ Rn×n. If A is
semi-Hurwitz (semi-anti-Hurwitz), then X = 0 is the maximal
(minimal) symmetric solution of −XA−AX +2X2 = 0.

5Note that in Theorem 3.2 it is assumed that B = CT . For positive real
systems, such an assumption is valid since the residue matrix corresponding
to the transfer function of such systems is positive-semidefinite. Hence,
by Cholesky decomposition (non-unique) we can always find an i/s/o
representation of the system where B =CT . We do not dwell on this further.

Proof: The Hamiltonian matrix corresponding to the ARE

−XA−AX+2X2 = 0 is H :=
[
−A 2I
0 A

]
. Note that X = 0 is a

symmetric solution of the given ARE. From the Hamiltonian
matrix H, it is evident that the graph subspace corresponding

to the solution X = 0 is given by
[

In
0

]
Note that

[
In
0

]
is the

eigenspace corresponding to the eigenvalues of −A. If A is
semi-Hurwitz then X = 0 is the maximal symmetric solution
of the given ARE (see [10, Theorem 7.5.1]). Similarly, if A
is semi-anti-Hurwitz, then X = 0 is the minimal symmetric
solution (see [10, Theorem 7.5.1]). �

We now prove Theorem 3.2.
Proof of Theorem 3.2: Since H is normal, we have HHT =
HT H. From the expansion of HHT and HT H in terms of
(A,B,C), it follows that H is normal if and only if the
following two equations are satisfied by (A,B,C):

AT A−AAT +ACT BT +BCAT −AT BC−CT BT A

+CT (CCT +BT B)C−BT (CCT +BT B)BT = 0, (11)

BBT A+AT BBT +ACTC+CTCAT

−B(CCT +BT B)C−CT (CCT +BT B)BT = 0. (12)

It is easy to verify that A = AT and B =CT satisfies equation
(11). Using A = AT and B =CT in equation (12) we have

BBT A+AT BBT −2BBT BBT = 0

=⇒ −BBT A−AT BBT +2BBT BBT = 0. (13)

Consider the two statements in Theorem 3.2. (i): Note that
since A is semi-Hurwitz, using Lemma 3.3 it is evident that
BBT = 0 is the maximal symmetric solution of the ARE
(13). Any other solution of the ARE, if it exists, must be
negative-semidefinite. Since BBT > 0, any other nonzero
solution of the ARE (13) cannot be decomposed into the
form BBT . Therefore, the only solution of the ARE (13) that
can be decomposed into the form BBT is BBT = 0. Therefore,
B = 0 =CT . This proves (i).
(ii): It is easy to verify that A = −AT and B = CT satisfies
equation (11). Further, substituting A = −AT and B = CT

in equation (12), we obtain the following: BBT BBT = 0⇒
BBT = 0⇒ B = 0. Hence, for A = −AT and B = CT , H is
normal only if B =CT = 0. �

In Theorem 3.2, we formulated conditions under which
the Hamiltonian matrix H is normal. From Theorem 3.2,
we observe that a Hamiltonian matrix H is normal (for a
semi-Hurwitz symmetric or a skew symmetric A) only if
B = CT = 0. This is a direct consequence of Lemma 3.3.
Again using Lemma 3.3, one can construct a non-zero matrix
B (and also CT ) for an anti-Hurwitz matrix A such that the
Hamiltonian matrix H defined in Theorem 3.2 is normal.
One such example is discussed below.

Example 3.4. Consider the system:

ẋ = 2x+
√

2 u, y =
√

2x+
1
2

u.

The Hamiltonian matrix H corresponding to the passivity
supply rate is as defined in equation (3). Hence, H =



[
0 2
−2 0

]
. Clearly, H is normal. Note that the system is not

dissipative with respect to the passivity supply rate.

Using Lemma 3.3 we show in the next theorem that for
a SISO system with a single state, the Hamiltonian matrix
H considered in Theorem 3.2 is normal if and only if the
system considered is all-pass (after a suitable scaling of the
transfer function to have d = 0.5).

Theorem 3.5. Consider a single state, SISO system ẋ = ax+
bu, y = cx+du, where a > 0, b = c 6= 0 and d = 1

2 . Construct
the Hamiltonian matrix corresponding to the passivity supply
rate:

H :=
[

a−bc b2

−c2 −a+bc

]
(14)

Then, H is normal if and only if the system is all-pass.

Proof: (If): The transfer function of the given system
is G(s) := 1

2 + cb
s−a = s+2cb−a

2(s−a) . Since G(s) is all-pass and
lims→∞ G(s) = 1

2 , |G( jω)|= 1
2 for all ω ∈R. Thus, we have√

ω2 +(2cb−a)2

2
√

ω2 +a2
=

1
2
⇒ 2cb−a =±a⇒ 2b2 = a±a.

Since b= c 6= 0, b=±
√

a. Using these values of b, c and d =

1
2 in equation (14), we have H =

[
0 a
−a 0

]
. Thus, HHT =

HT H and hence H is normal.
(Only if): For H to be normal, i.e, HT H =HHT the variables
a, b and c must satisfy the equation ab2 = b4. Using Theo-
rem 3.2, it follows that if a6 0, then H is normal if b= c= 0
but b = c 6= 0. Hence, a must be a positive real number, i.e.,
a > 0. Thus ab2 = b4 ⇒ b = ±

√
a = c. Hence, the transfer

function of the system becomes G(s) = c(s− a)−1b+ d =
a

s−a +
1
2 = s+a

2(s−a) . Since 1
4 −G(s)G(−s) = 0, the system is

all-pass. �

Now that we have a necessary condition for the Hamiltonian
matrix to be normal, the next natural question is: under what
conditions do the Hamiltonian matrix not have non-defective
imaginary eigenvalues? As noted in Section 1 Hamiltonian
matrix will have defective eigenvalues if the given system is
controllable. Hence, in order to find stronger conditions for
H to have defective eigenvalues, we assume that the given
system is uncontrollable. We also assume that the system is
dissipative with respect to the passivity supply rate which
ensures existence of a solution to the corresponding ARE.

Theorem 3.6. Consider a system ẋ = Ax+Bu, y =Cx+Du,
where A ∈Rn×n, B,CT ∈Rn×m, D = DT ∈Rm×m with (A,B)
possibly uncontrollable and (D+DT )> 0. Assume the system
has no uncontrollable imaginary axis eigenvalues. Let the
system be dissipative with respect to the passivity supply rate.
The Hamiltonian matrix H corresponding to the passivity
supply rate is as defined in equation (3). Let ± jω ∈ σ(H).
If G(s) := D+C(sI−A)−1B has either no poles or no zeros
on the imaginary axis, then jω is defective in H.
Proof: First we prove the theorem for the case when G(s)
has no poles on the imaginary axis. Since the system is
dissipative with respect to the passivity supply rate, there
exists a hermitian matrix X ∈ Rn×n such that AT X +XA+

(XB−CT )(D+DT )−1(BT X−C) = 0. Define S :=
[

In 0
X In

]
.

Note that S is invertible and S−1 =

[
In 0
−X In

]
. Clearly,

S−1HS =

[
In,n 0
−X In,n

]
H
[

In,n 0
X In,n

]
=

[
AF B(D+DT )−1BT

0 −AT
F

]
(15)

where AF =A−B(D+DT )−1C+B(D+DT )−1BT X . Without
loss of generality, we can write the matrices A, B and C as:

A =

[
Ac Â
0 Auc

]
, B =

[
Bc

0

]
,C =

[
C1 C2

]
,

where Ac ∈ Rnc×nc and Auc ∈ R(n−nc)×(n−nc). We partition

X such that X =

[
X11 X12
XT

12 X22

]
where X11 ∈ Rnc×nc , X12 ∈

Rnc×(n−nc) and X22 ∈R(n−nc)×(n−nc). Equation (15) becomes

S−1HS =


A f 1 A f 2 Bc(D+DT )−1BT

c 0
0 Auc 0 0
0 0 −AT

f 1 0
0 0 −AT

f 2 −AT
uc

 , (16)

where A f 1 = Ac − Bc(D + DT )−1C1 + Bc(D + DT )−1BT
c X11

and A f 2 = Â−Bc(D+DT )−1C2+Bc(D+DT )−1BT
c X12. Note

that since H and S−1HS are similar, we have

σ(H) = σ(S−1HS) = σ

([
A f 1 A f 2

0 Auc

])
∪σ

([
−AT

f 1 0
−AT

f 2 −AT
uc

])
= σ(A f 1)∪σ(−A f 1)∪σ(Auc)∪σ(−Auc).

Since the system has no uncontrollable imaginary axis eigen-
value σ(Auc) ∩ jR = /0. Hence, jω ∈ σ(A f 1) ∪ σ(−A f 1).
Since A f 1 ∈Rn×n, jω ∈ σ(A f 1)∩σ(−A f 1)⇒ jω ∈ σ(A f 1).

Define Bc(D+DT )−1BT
c =: B̂c. Since the system is (A,B)

controllable ⇒ the system is (Ac,Bc) controllable ⇒ the
system is (A f 1, B̂c) is controllable. Therefore, R jω(H) ⊂
CA f 1,B̂c

. Using Proposition 2.4, we hence conclude that the
partial multiplicity of jω is even. This proves that jω is
defective. Similarly, − jω is defective as well.

Next we prove the theorem for the case when G(s) has
no zeros on the imaginary axis. Since G(s) has no zeros on
the imaginary axis, therefore G(s)−1 has no poles on the
imaginary axis. Using [11, Lemma 4.3] it is clear that an
i/s/o representation of G(s)−1 is given by ṗ = Ãp+ B̃ f and
e= C̃p+D̃ f , where Ã=A−BD−1C, B̃=BD−1, C̃ =−D−1C,
and D̃ = D−1. Using [11, Theorem 4.1], we infer that there
exists a symmetric matrix X̃ ∈ Rn×n that satisfies the ARE:

ÃT X̃ + X̃ Ã+(X̃ B̃−C̃T )(D̃+ D̃T )−1(B̃T X̃−C̃) = 0.

The corresponding Hamiltonian matrix is

H̃ :=

[
Ã− B̃(D̃+ D̃T )−1C̃ B̃(D̃+ D̃T )−1B̃T

−C̃T (D̃+ D̃T )−1C̃ −(Ã− B̃(D̃+ D̃T )−1C̃)T

]
Using the fact that D = DT and Ã = A−BD−1C, B̃ = BD−1,



C̃ =−D−1C and D̃ = D−1, we have

Ã− B̃
(
D̃+ D̃T )−1 C̃ = A−BD−1C+BD−1 (D−1 +D−T )−1 D−1C

= A−BD−1C+ 1
2 BD−1DD−1C

= A−B(D+DT )−1C

B̃(D̃+ D̃T )−1B̃T = BD−1(D−1 +D−T )−1D−T BT

= B(D+DT )−1BT

C̃T (D̃+ D̃T )−1C̃ =CT D−T (D−1 +D−T )−1D−1C

=CT (D+DT )−1C

(17)

From equation (17) it is evident that H̃ = H. Therefore,
jω ∈ σ(H̃). Using the same line of argument as given for
the case when G(s) has no poles on the imaginary axis, we
infer that jω is defective. �

Thus we infer from Theorem 3.6 that if a purely imaginary
eigenvalue of the Hamiltonian matrix is non-defective, the
particular imaginary eigenvalue must be an eigenvalue of A.
The next natural question therefore is: when does a Hamilto-
nian matrix admit non-defective imaginary eigenvalues? In
the following theorem, we formulate a sufficient condition
for a Hamiltonian matrix to admit non-defective imaginary
eigenvalues. For formulating this condition, we assume that
matrix A has distinct eigenvalues.
Theorem 3.7. Consider a system ẋ = Ax+Bu, y =Cx+Du,
where A ∈ Rn×n, B,CT ∈ Rn×m, D = DT ∈ Rm×m. Let the
eigenvalues of matrix A be distinct, and let the Hamiltonian
matrix H, possibly with repeated eigenvalues on jR, be
as defined in equation (3). Let ± jω ∈ σ(H). If ± jω is
uncontrollable and unobservable in A, then ± jω is non-
defective in H.

Proof: Since all eigenvalues of A are distinct, without loss
of generality, the matrices A ∈ Rn×n and B,CT ∈ Rp×n have
the following structure:

A =

[
A′ 0
0 Auco

]
, B =

[
B′

0

]
and C =

[
C′ 0

]
where A′ ∈ Rk×k,B′,C′T ∈ Rk×n and Auco ∈ R(n−k)×(n−k)

contains eigenvalues that are both uncontrollable and unob-
servable. The Hamiltonian matrix can be written as:

H=


A′−B′(D+DT )−1C′ 0 B′(D+DT )−1B′T 0

0 Auco 0 0
−C′T (D+DT )−1C′ 0 −(A′−B′(D+DT )−1C′)T 0

0 0 0 −AT
uco


Thus, if± jω are non-defective in Auco (due to distinctiveness
of eigenvalues of A), ± jω are non-defective in H. �

4. CONCLUSIONS

Existence of an imaginary eigenvalue in a Hamiltonian
matrix causes problems in standard ARE solvers. In most
of the cases, the imaginary eigenvalues of the Hamiltonian
matrix are defective (see Figure 1). However, as observed in
the circuit of Figure 2, if there exist uncontrollable states in
the system, certain Jordan blocks of size one can appear in
the Hamiltonian matrix. Hence, in this paper, we formulated
conditions for defectiveness of Hamiltonian matrix imaginary
eigenvalues. In summary, the contribution of this paper are:
(i) We formulated conditions under which a Hamiltonian
matrix is normal (Theorem 3.2). Normality of the Hamil-

tonian matrix ensures that all the eigenvalues of the matrix
are non-defective. Assuming matrix A to be semi-Hurwitz,
symmetric (or skew-symmetric) and B = CT , we proved
that the Hamiltonian matrix is normal only if B =CT = 0.
Further, we also showed that for a single state SISO sys-
tem the Hamiltonian matrix corresponding to the passivity
supply rate is normal if and only if the system is all-pass
(Theorem 3.5).

(ii) In Theorem 3.6, we formulated a sufficiency condition
for the imaginary eigenvalues of the Hamiltonian matrix
to be defective. We showed that for a system that is
dissipative with respect to passivity supply rate and has
no uncontrollable eigenvalues on the imaginary axis, the
imaginary eigenvalues of the corresponding Hamiltonian
matrix are defective if none of the open-loop poles (or zeros)
of the system are on the imaginary axis.

(iii) In Theorem 3.7, we provided a sufficiency condition for
the imaginary eigenvalues of the Hamiltonian matrix to be
non-defective. We showed that for a system that is dissi-
pative with respect to passivity supply rate, an imaginary
eigenvalue of the Hamiltonian matrix is non-defective if the
imaginary eigenvalue is an uncontrollable and unobservable
eigenvalue of the system matrix.
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